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제목: Large Language Models (in 2023)

초록: There is one unique aspect of large language models (LLMs): larger models

exhibit abilities that were not present in the smaller models. These emergent

abilities have far-reaching consequences in how we should work in the field of

AI. I will share some of my observations on the implications of scaling and

emergent abilities. After that, I will introduce multiple stages involved in the

current generations of LLM training:: pre-training and post-training (including

instruction fine-tuning and RLHF). While a huge volume of research exists for

each stage, the core aspects can be expressed relatively simply. I will introduce

the fundamental aspects of each stage and discuss the unique challenges they

pose.
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